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1 Abstract

1.1 Brief Overview

This project focuses on developing and evaluating methods to detect deepfakes and differ-

entiate them from genuinely generated faces. Although both deepfakes and generated faces

are produced by generative models, their uses and ethical implications differ significantly.

This project aims to create or make use of already existing detection mechanisms that can

accurately identify deepfakes.

1.2 Objectives

This briefly shows our procedure and objectives during the course of the project.

• Research the best Deepfake detection methods.

• Evaluate and compare detection methods to choose the best.

• evaluate models in detail (accuracy,recall,confusion matrix etc...) to identify the best.

1.3 Key findings

• Effectiveness:

– GANs : Demonstrated high accuracy in distinguishing deepfakes.

– RNNs : Showed strength in detecting temporal inconsistencies in deepfake videos.

– CNNs : Performed well in identifying subtle artifacts in static images.

• Performance Metrics:

– Achieved good test results while evaluating models across different datasets.
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2 Introduction

In recent years, the rapid development of Artificial Intelligence (AI) and Machine Learning

has facilitate the creation of deepfakes. These are highly realistic fake videos or images where

someone’s face or voice is manipulated to say or do things they never actually did. Although

this technology can be fun and impressive, it also raises serious concerns about privacy,

security, and trust. As deepfakes become more common and harder to detect, finding reliable

solutions to identify them is more important than ever.

Deepfakes are usually made using Generative Adversarial Networks (GANs), which are

AI models consisting of two parts: a generator and a discriminator. The generator creates

fake media, and the discriminator tries to tell the difference between real and fake content.

This back-and-forth process makes the fake media look very realistic due to the constant

training, making it difficult for people and basic detection tools to spot the fakes.

Our project aims to develop and evaluate detection methods to accurately identify

deepfakes. We will compare various techniques like GANs, RNNs, CNNs and improve existing

programs to reliably identify deepfakes with high accuracy. By delving into noise patterns,

GAN methods, and advanced classifiers, our goal is to contribute to the evolving field of image

forensics, providing a nuanced understanding of the authenticity of images. To ensure that

our methods work well, we will test them on different datasets the effective of our detection

system across various types of deepfakes.

2.1 Objectives

To dive into our objectives with more details, we split them into two parts : the goals for the

first half of our project and what we achieved by the end.

4



2.2 First half

• Extensive research on existing detection methods for deepfakes.

• Research on existing GitHub projects that cover deepfake detection methods.

• Comparing the results of various deepfake detection methods between different GitHub

projects to choose the best.

2.3 Second half

• Implementing detection methods from GitHub.

• Testing different projects while modifying them to meet our needs.

• Achieving the highest detection accuracy across different datasets.

2.4 Key differences

The first half of the project focused on extensive research. We examined countless of papers

on deepfake detection ,including those on GitHub, universities papers, news articles, and

YouTube videos. Our main goal was to gain a deep and profound understanding of deepfakes

and the methods available to best benefit our project.

The second half focused on implementation and modifying projects to meet our needs.

We selected two projects, which we will discuss later, modified them to our needs, and

evaluated our model’s deepfake detection capabilities.
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3 Deepfake detection methods

3.1 GANs, RNNs, CNNs

GANs, RNNs, CNNs... What are they exactly ? Here, we will provide a brief description of

the terms we came across the most and used in our project.

• GANs (Generative Adversarial Networks) :

– A type of AI model consisting of two neural networks (generator and discriminator)

that compete against each other to create realistic synthetic data.

• RNNs (Recurrent Neural Networks) :

– A type of neural network designed for sequential data, where connections between

nodes form directed cycles to capture temporal dependencies.

• CNNs (Convolutional Neural Networks) :

– A class of deep neural networks primarily used for processing structured grid data

like images, employing convolutional layers to extract features.
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3.2 Evaluating methods

• Accuracy Score :

– The ratio of correctly predicted instances to the total instances.

• Recall score :

– The ratio of correctly predicted positive observations to all actual positives.

• Confusion Matrix :

– A table used to describe the performance of a classification model by displaying

true positives, false positives, true negatives, and false negatives.

• ROC Curve (Receiver Operating Characteristic Curve) :

– A graphical representation of a classification model’s performance, plotting the

true positive rate against the false positive rate at various threshold settings.

• AUC (Area Under the ROC Curve) :

– A single scalar value summarizing the overall ability of the model to discriminate

between positive and negative classes, with 1 being perfect and 0.5 being random.

• Precision Score :

– The ratio of correctly predicted positive observations to the total predicted posi-

tives.

• F1 score :

– The harmonic mean of precision and recall, providing a balance between the two

metrics, especially useful for imbalanced datasets.
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3.3 GANs in deepfake

Why are GANs so important in deepfake ? Our choice is always relies on GANs as they

have the best models to evaluate deepfakes.However, we also said that GANs help creative

deepfakes that eventually become hard for us to identify,so how are they helpful in detecting

deepfakes ? Here is a brief explanation of how we can use them to our advantage.

• Training the Discriminator :

– A discriminator, originally designed to differentiate between real and fake images,

can be repurposed to focus solely on identifying deepfakes. It learns to recognize

subtle artifacts and inconsistencies that are often present in generated media but

not in real images or videos.

• Detecting Artifacts :

– GAN-generated deepfakes often contain minor imperfections or artifacts that are

not typically found in real media. These artifacts can include inconsistencies in

texture, lighting, and facial expressions. The discriminator is trained to detect

these artifacts, thereby identifying the deepfakes.

• Adversarial Robustness :

– By continually refining the discriminator through adversarial training, it becomes

increasingly proficient at spotting even the most subtle deepfake manipulations.

This makes it a valuable tool in the arsenal against deepfake proliferation.
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4 Detection method analysis

Detection methods, varying in efficiency, appeared in recent years. To provide an overview

of the latest technologies and procedures adopted, we have listed the methods that could be

used in our future experimental phase in the table below :

Detection type Method Functioning prin-
ciples

Performance

GANs or DeepFakes CNN [29] Uses Convolutional
Neural Networks for
image analysis

Acc : 90%

DeepFakes RNN [22] Sequential data
analysis

Acc : 74.08% -
97.51%

Face Swapping MultiAtt [21] Uses multiple atten-
tion mechanisms to
focus on different
parts of the face

Acc : 97.62% -
98.53%

Face Swapping RECCE [14] Uses a combination
of different tech-
niques to detect face
swapping

Acc : 74.08% -
97.51%

GANs SVM classifier[28] Uses Support Vec-
tor Machines for the
classification

Acc : 96.23%

GANs Learned noise pat-
tern [27]

Analyzes noise pat-
terns in images done
by AI

Acc : 89.2% - 99.7%

GANs GAN Fingerprint
[17]

Find the noise fin-
gerprint of a GAN
by analysing a set of
images

Acc : 99.5%

GANs CNN + LSTM
(Long Short-Term
Memory) [16]

Uses CNN and
LSTM for sequential
data analysis

Acc : 84.75% -
91.48%

Table 1: List of methods that are used in the detection of AI generated or
modified images.
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5 Datasets and limitations

5.1 Datasets

While doing extensive research on deepfakes, we also learned about the datasets that accom-

pany detection methods. Datasets in deepfake detection are collections of real and manipu-

lated media (images or videos) used to train and evaluate detection models. Popular datasets

like FaceForensics++, Celeb-DF, and the DeepFake Detection Challenge Dataset contain di-

verse examples of deepfakes and genuine media, providing a comprehensive resource for de-

veloping robust detection algorithms. These datasets typically include annotated data with

labels indicating whether a media instance is real or fake, facilitating supervised learning and

benchmarking of deepfake detection techniques.

Dataset Content
ImageNet Images that are used for image classification

and object detection
Google DFD 3068 fake videos
CelebA 200k celebrity images with alterations with

40 attributes to each image
Celeb-DF 590 original videos collected from YouTube

and 5639 corresponding DeepFake videos
AFW 205 images with 468 faces
FaceForensics++ 1000 original video sequences that have been

manipulated in 4 different ways
Face2Face 1.8 million manipulated face images

Table 2: List of datasets that are used in the detection of AI generated or
modified images.
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5.2 Limitations

The methods shown in Table 1 have limitations that depend on various parameters. Certain

limitations often recur across different methods. Here is a non-exhaustive list that allows us

to evaluate the performance of a method :

• Degraded performance for blurry images.

• Inappropriate for people with physical illness.

• Degraded detection performance of face images with closed eyes.

• Unable to generalize well to unseen deepfakes.

• Inappropriate for images with high compression levels.

• Computationally complex because of large feature vector space.
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6 Implementation

After a good amount of research and comparing the results between already made projects

and GAN models, we decided to implement two existing GitHub projects.

6.1 Project 1

The first project is The GAN Image Detection. It focuses on detecting GAN-generated

images using a model called ResNet50 NoDown. The project evaluates the state-of-the-art in

GAN image detection, specifically assessing images produced by Progressive Growing GAN

and StyleGAN2 architectures.

6.1.1 What is ResNet50 NoDown ?

ResNet50 NoDown is a variant of the ResNet50 neural network architecture used for image

recognition. To better understand it :

• ResNet50 : A deep learning model with 50 layers, designed to recognise images by

learning various features (like edges, textures, etc.) from a large dataset.

• Downsampling Layers : In typical ResNet50, Downsampling layers (like pooling layers

and convolutional layers with strides greater than 1) reduce the spatial resolution of

the image while increasing the depth (number of feature maps).

What is NoDown?

• NoDown : In the ResNet50 NoDown model, some or all downsampling layers are

modified or removed.

• Purpose : By keeping the image resolution higher through the network, this model

retains more detailed information about the image.

• Benefit : For tasks like deepfake detection, where subtle artifacts and small differences
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are crucial, maintaining higher resolution helps the model detect these fine details.

6.2 Project 2

The second project is The-GAN-Image-Detection focuses on identifying GAN-generated im-

ages using a deep learning model called DCT (Discrete Cosine Transform) + CNN. This

model leverages DCT to extract features that enhance CNN’s ability to detect GAN arti-

facts.

6.2.1 What is Discrete Cosine Transform ?

The Discrete Cosine Transform (DCT) is a mathematical technique used to convert spatial

data (such as an image) into frequency data

• Frequency Representation : DCT transforms an image into its frequency components,

separating the image into parts of differing importance with respect to the image’s

visual quality.

• Compression : It is widely used in image compression formats, such as JPEG, because it

can compact most of the image’s visually significant information into a few coefficients.

• Artefact Detection : By analysing the frequency domain, DCT helps in identifying

subtle artifacts and inconsistencies that are common in GAN-generated images but not

in real ones.

6.2.2 How DCT Works in the GAN-Image-Detection Project ?

1. Image Transformation : Each image is first transformed using DCT, converting it

from the spatial domain (pixels) to the frequency domain.

2. Feature Extraction : This transformation highlights frequency anomalies, which are

typical in synthetic images but less common in real ones.
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3. CNN Analysis : The transformed data (DCT) are then fed into a Convolutional Neu-

ral Network (CNN) that is trained to detect these anomalies and distinguish between

real and GAN-generated images.

6.3 Datasets and GANs

GANs used in the test dataset (from CNNDetection) of the projects :

• BigGAN : Known for generating high-resolution, high-quality images, primarily used

for image synthesis tasks.

• CRN : Contextual Residual Network, focuses on generating images with detailed con-

textual information.

• CycleGAN : Specializes in image-to-image translation without requiring paired datasets

(e.g., converting horses to zebras).

• Deepfake : Used to create realistic fake videos by swapping faces in existing footage.

• GauGAN : Enables converting sketches into photo realistic images, particularly land-

scapes.

• IMLE : Implicit Maximum Likelihood Estimation, focuses on improving image gener-

ation quality.

• ProGAN : Progressive GAN, generates images by progressively increasing the resolu-

tion during training.

• SAN : Self-Attention GAN, enhances image quality by focusing on relevant image

parts.

• SeeingDark : Likely focuses on enhancing images taken in low-light conditions.
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• StyleGAN : Known for its ability to generate highly realistic images with control over

style variations.

• StyleGAN2 : An improved version of StyleGAN, offering better image quality.

• StarGAN : Capable of multi-domain image-to-image translation.

Each of them has a balanced dataset of images. That means that if we have 1000 images in

one dataset for example, then we have 500 real images and 500 fake images in the dataset,

creating a perfectly balanced dataset. Having a balanced dataset is important :

1. Avoiding Bias : Ensures that the model does not become biased towards the more

prevalent class. If one class were more frequent, the model might simply learn to predict

that class more often.

2. Accurate Recall : Recall measures the ability of the model to correctly identify all

positive samples. A balanced dataset ensures that the recall metric reflects the model’s

true performance across both classes.

3. Reliable F1 Score : The F1 score is the harmonic mean of precision and recall.

A balanced dataset ensures that both precision (accuracy of positive predictions) and

recall are accurately measured, providing a reliable F1 score.

4. Effective Training : Balanced datasets help in evenly distributing the learning pro-

cess, preventing the model from over-fitting to the dominant class.
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6.4 Challenges and solutions

So the projects in general were made well, the authors did a wonderful job at creating

something that works well, however there were problems that accompanied these projects as

nothing is perfect. Here are some of the problems that we have faced :

• Resource limitations (RAM, GPU) :

– Challenge : Insufficient resources such as RAM and GPU can hinder the processing

and training of large datasets.

– Solution : Using parallel processing and reducing the size of the data set to effi-

ciently manage resource constraints.

• Poorly commented code :

– Challenge : Lack of comments or inadequate comments in the code can make

projects difficult to understand and maintain.

– Solution : Going through the code and methods provided to be able to understand

them without the need of comments from the author.

• Reduced/low accuracy :

– Challenge :The detection had reduced accuracy when dealing with images that

were blurry

– Solution : Using high-resolution models like ResNet50 NoDown to maintain higher

image resolution through the network
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7 Results and Discussion

7.1 Results

In this section, we will present and analyse the results obtained from our deepfake detection

experiments. We will compare the performance of different models and their databases like

presented previously. Key metrics like accuracy, recall, precision, F1-score, and AUC-ROC

will be used to evaluate the effectiveness of each method. In addition, we will discuss the

implications of these results, highlighting the strengths and limitations of each approach, and

suggesting potential areas for future improvement.
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Table 3: Comparison of Deepfake Detection Methods (Part 1)

Method Metric Project 2 Project 1

BigGAN

5 Accuracy 0.794 0.968
Recall 0.648 0.938
Precision 0.915 0.998
F1-score 0.759 0.967
AUC-ROC 0.79 0.97

CRN

10 Accuracy 0.786 0.984
Recall 0.874 0.970
Precision 0.743 0.998
F1-score 0.803 0.984
AUC-ROC 0.79 0.98

CycleGAN

15 Accuracy 0.884 0.915
Recall 0.838 0.832
Precision 0.923 0.998
F1-score 0.878 0.907
AUC-ROC 0.88 0.91

Deepfake

20 Accuracy 0.623 0.502
Recall 0.932 0.004
Precision 0.576 1.000
F1-score 0.712 0.008
AUC-ROC 0.62 0.50

GauGAN

25 Accuracy 0.635 0.904
Recall 0.360 0.808
Precision 0.800 1.000
F1-score 0.497 0.894
AUC-ROC 0.64 0.90

IMLE

30 Accuracy 0.790 0.993
Recall 0.864 0.988
Precision 0.753 0.998
F1-score 0.804 0.993
AUC-ROC 0.79 0.99

ProGAN

35 Accuracy 0.864 0.999
Recall 0.748 0.998
Precision 0.974 1.000
F1-score 0.846 0.999
AUC-ROC 0.86 1.00
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Table 4: Comparison of Deepfake Detection Methods (Part 2)

Method Metric Project 2 Project 1

StarGAN

40 Accuracy 0.666 1.000
Recall 0.998 1.000
Precision 0.600 1.000
F1-score 0.749 1.000
AUC-ROC 0.67 1.00

SAN

45 Accuracy 0.532 0.507
Recall 0.082 0.018
Precision 0.818 0.800
F1-score 0.149 0.036
AUC-ROC 0.53 0.51

SeeInDark

50 Accuracy 0.917 0.992
Recall 1.000 1.000
Precision 0.857 0.984
F1-score 0.923 0.992
AUC-ROC 0.92 0.99

StyleGAN

55 Accuracy 0.815 1.000
Recall 0.672 1.000
Precision 0.941 1.000
F1-score 0.784 1.000
AUC-ROC 0.82 1.00

StyleGAN2

60 Accuracy 0.784 1.000
Recall 0.594 1.000
Precision 0.958 1.000
F1-score 0.733 1.000
AUC-ROC 0.78 1.00

WhichFaceIsReal

65 Accuracy 0.991 1.000
Recall 0.990 1.000
Precision 0.992 1.000
F1-score 0.991 1.000
AUC-ROC 0.99 1.00
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7.2 Result discussion

In this section, we will present and analyze the results obtained from our deepfake detection

experiments. We compare the performance of different models and their respective datasets,

focusing on key metrics such as accuracy, recall, precision, F1-score, and AUC-ROC.

7.2.1 Overall Performance Comparison

Project 1 generally outperforms Project 2 across most models, demonstrating higher accuracy

and more consistent results. Models such as BigGAN, CRN and CycleGAN in Project 1 show

significantly higher precision and recall compared to Project 2, indicating better detection

capabilities and fewer false positives and false negatives.

7.2.2 Key Metrics Analysis

• Accuracy : Project 1 consistently achieves higher accuracy across models like Big-

GAN (0.968) and CRN (0.984) compared to Project 2, indicating more reliable overall

performance.

• Recall and Precision : Project 1 excels in recall and precision for most models,

highlighting its effectiveness in correctly identifying both real and fake images. For

instance, the recall for CRN in Project 1 is 0.970, while in Project 2, it’s 0.874.

• F1-Score : Reflecting a balance between precision and recall, the F1-scores in Project

1 are superior, showing robust performance across various scenarios.

• AUC-ROC : High AUC-ROC values in Project 1, such as 0.97 for BigGAN, indicate

excellent model discrimination capabilities between real and fake images.
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7.2.3 Strengths and weaknesses

Now after talking about some of the Key metrics, let’s dive into the general aspect of the

strengths and weaknesses of each of the projects that we have done.

Strengths of Project 1:

• Higher Precision and Recall : Indicates fewer false positives and negatives.

• Robust Performance : Consistent results across different models and metrics.

• High AUC-ROC Values : Demonstrates strong model performance in distinguishing

between classes.

Weaknesses of Project 1:

• Resource Intensive: Higher accuracy might come at the cost of greater computational

resources.

Strengths of Project 2:

• Good Precision in Certain Models: For example, high precision in models like Cycle-

GAN.

• Adaptability: Shows potential for improvement with further optimization.

Weaknesses of Project 2:

• Lower Overall Accuracy: Less reliable performance across various models.

• Variable Recall: Indicates potential issues in consistently identifying deepfakes.
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7.3 Limitations and Improvements

Project 1:

• Limitations: Primarily resource-intensive, may require high computational power.

• Improvements: Explore more efficient model architectures to reduce computational load

and further parallelize the code.

Project 2:

• Limitations: Lower performance metrics Compared to project 1,indicating a need of

improvement.

• Improvements: Enhance model training processes and explore advanced techniques like

data augmentation for example to boost accuracy and consistency.
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8 Conclusion and Future Work

8.1 Conclusion

In conclusion, this project has been a highly engaging and intellectually stimulating adven-

ture. Understanding the intricacies of deepfake detection and each model’s unique methodolo-

gies required significant patience and dedication. Through extensive research and comparison

of two distinct projects, we identified the strengths and weaknesses of each. Project 1, with

its higher accuracy and precision, proved more effective in detecting deepfakes compared to

Project 2, which exhibited lower performance metrics despite a balanced dataset. This com-

parison underscored the importance of both robust model design and resource optimization

in achieving reliable deepfake detection.

8.2 A quick summary

• Project 1 : Achieved high accuracy and robust performance across multiple models,

proving effective in deepfake detection.

• Project 2 : Demonstrated potential with some models but requires further optimization

for consistent results.

8.3 A quick reflection

• Project 1 : Sets a high benchmark for deepfake detection, contributing valuable insights

into effective detection methods.

• Project 2 : Highlights the need for continual improvement and optimization in deepfake

detection technologies.
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8.4 Potential future work that we could be done on the project

• Enhanced Models : Explore advanced architectures and techniques to improve detection

accuracy and efficiency.

• Ethical Considerations : Investigate the ethical implications of deepfake detection and

ensure responsible usage.

• Cross-Dataset Validation : Extend testing to more diverse datasets to ensure general-

izability of the models.

8.5 Work distribution

There wasn’t a strict "work distribution" in our group. Research was conducted collabora-

tively while we were on call together in general. Everyone contributed by searching, reading,

and posting their findings in our collective channel. Similarly, we worked on the projects

together, often favoring the person with the highest computational power to run the pro-

cesses on their PC. The rest of the group provided guidance and helped with setting up and

troubleshooting, ensuring that the entire team was engaged and contributing throughout the

project.
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9 Appendix

Figure 1: BigGAN Curve Project 1 Figure 2: BigGAN Matrix (Project 1)

Figure 3: BigGAN Curve (Project 2) Figure 4: BigGAN Matrix (Project 2)

Figure 5: BigGAN Results
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Figure 6: CRN Curve (Project 1) Figure 7: CRN Matrix (Project 1)

Figure 8: CRN Curve Project 2 Figure 9: CRN Matrix Project 2

Figure 10: CRN Results
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Figure 11: CycleGAN Curve (Project 1) Figure 12: CycleGAN Matrix (Project 1)

Figure 13: CycleGAN Curve (Project 2) Figure 14: CycleGAN Matrix (Project 2)

Figure 15: CycleGAN Results
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Figure 16: Deepfake Curve (Project 1) Figure 17: Deepfake Matrix (Project 1)

Figure 18: Deepfake Curve (Project 2) Figure 19: Deepfake Matrix (Project 2)

Figure 20: Deepfake Results

28



Figure 21: GauGAN Curve (Project 1) Figure 22: GauGAN Matrix (Project 1)

Figure 23: GauGAN Curve (Project 2) Figure 24: GauGAN Matrix (Project 2)

Figure 25: GauGAN Results
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Figure 26: IMLE Curve (Project 1) Figure 27: IMLE Matrix (Project 1)

Figure 28: IMLE Curve (Project 2) Figure 29: IMLE Matrix (Project 2)

Figure 30: IMLE Results
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Figure 31: ProGAN Curve (Project 1) Figure 32: ProGAN Matrix (Project 1)

Figure 33: ProGAN Curve (Project 2) Figure 34: ProGAN Matrix (Project 2)

Figure 35: ProGAN Results
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Figure 36: StarGAN Curve (Project 1) Figure 37: StarGAN Matrix (Project 1)

Figure 38: StarGAN Curve (Project 2) Figure 39: StarGAN Matrix (Project 2)

Figure 40: StarGAN Results
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Figure 41: SAN Curve (Project 1) Figure 42: SAN Matrix (Project 1)

Figure 43: SAN Curve (Project 2) Figure 44: san Matrix (Project 2)

Figure 45: san Results
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Figure 46: SeeInDark Curve (Project 1) Figure 47: SeeInDark Matrix (Project 1)

Figure 48: SeeInDark Curve (Project 2) Figure 49: SeeInDark Matrix (Project 2)

Figure 50: SeeInDark Results
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Figure 51: StyleGAN Curve (Project 1) Figure 52: StyleGAN Matrix (Project 1)

Figure 53: StyleGAN Curve (Project 2) Figure 54: StyleGAN Matrix (Project 2)

Figure 55: StyleGAN Results

35



Figure 56: StyleGAN2 Curve (Project 1) Figure 57: StyleGAN2 Matrix (Project 1)

Figure 58: StyleGAN2 Curve (Project 2) Figure 59: StyleGAN2 Matrix (Project 2)

Figure 60: StyleGAN2 Results
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Figure 61: WhichFaceIsReal Curve (Project 1) Figure 62: WhichFaceIsReal Matrix (Project 1)

Figure 63: WhichFaceIsReal Curve (Project 2) Figure 64: WhichFaceIsReal Matrix (Project 2)

Figure 65: WhichFaceIsReal Results
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